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7 ~ Introduction -
Introduction

We trained an agent to play Mario game on another PC based on reinforcement
learning. Yolov5 algorithm to detect the position of the game character, which used
as a state for the input unit of a neural network. Then generate keyboard signals
according to the ANN’s output, which control the progress of the game. The neural
network is trained by the training set collected from the previous game.
Features

Different from that the agent and the game environment are on the same
machine, we build the agent and the game on two machines respectively, and the

agent machine is just like a real person playing the game.
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